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Neural Machine Translation (NMT)
Translate source language X to target language Y if we have

Encoder

Decoder

sentence Xk of source language X

sentence F(Xk) of target language Y

NMT model F
Enc-Dec framework

e.g., Transformer

Objective
minimize the difference between

the model output F(Xk) and
the reference translation Yk



Background: zero-resource translation

English(En)-centric parallel corpora

6 languages, 6×(6 - 1) = 30 directions

 √  5 En↔X parallel corpora
× 25 parallel corpora of all other directions
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Method: UM4 - Target Teacher

Target Teacher
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Method: UM4 - Pivot Teacher

Pivot Teacher

Goal: tranlate X→Y.   (problem: lack of X-Y parallel data)
Available parallel data: Y-Zy & X-Zx ; Available monolingual data: Zm

Pivot Teacher: translate Zm→pseudo X/Y.  (pseudo X, pseudo Y) pair



Our Approach: UM4

Source Teacher Pivot TeacherTarget Teacher
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Training set: WMT benchmark
Valid and Test sets: TED Talks

Dataset
Bitext: En-Fr, En-Cs, En-De, En-Fi, En-Et, En-Ro, En-Hi, En-Tr

Monolingual Data (English):
randomly sampled 1 million English sentences form NewsCrawl dataset



1. Pivot method
1) Pivot method (Bilingual)
2) Pivot method (Multilingual)

2. Direct Multilingual Method
1) basic multilingual model
2) MTL (multitask learning) multilingual model

3. Monolingual Adapter Method
4. Teacher-Student Method

UM4 (our method): Source Teacher + Target Teacher

Baseline: Only Bitext Data



1. Pivot method + BT (Back Translation)
1) Pivot method (Bilingual) + BT
2) Pivot method (Multilingual) + BT

2. Direct Multilingual Method + BT
1) basic multilingual model + BT
2) MTL (multitask learning) multilingual model + BT

3. Monolingual Adapter Method + BT
4. Teacher-Student Method + BT

UM4 (our method): Source Teacher + Target Teacher + Pivot Teacher

Baseline: with extra Monolingual En



Metrics: the case-sensitive detokenized BLEU using sacreBLEU
BLEU+case.mixed+lang.{src}-{tgt}+numrefs.1+smooth.exp+tok.13a+version.1.3.1

Beam Search: beam size = 5; length penalty = 1.0

Model Ensemble: the parameters of last 5 checkpoints are averaged

Evaluation



Architecture of all experiments: Transformer big

encoder & decoder: 6 layers with 16 heads per layer
word embedding size: 1024
FFN (feed-forward network) size: 4096
learning rate: 3e-4 
warmup steps: 4000
optimizer: Adam
mini-batch size: 4096 tokens
loss: label smoothing cross-entropy (smoothing ratio = 0.1)

training device: 64 Tesla V100 GPUs

Implementation
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9×(9 - 1) = 72 all directions, including 16 original parallel pairs En→X & X→En
8×(8 - 1) = 56 zero-resource translation directions

Test Data Size



Directions: X→Y (richness of language X > language Y) 
Data: only bitext data

Experimental Results
consistent

improvement



Directions: X→Y (richness of language X > language Y) 
Data: bitext data + monolingual English data

Experimental Results
consistent

improvement



Directions: X→Y (richness of language X < language Y) 
Data: bitext data w/ or w/o monolingual English data

Experimental Results
consistent

improvement



 Every single Teacher model is beneficial.
 The more Teacher models, the better.

Ablation Study



Corrupt the input sentences by

 deletion (drop words),
 masking (replace words with “[unk]”),
 swap (swap words), and
 substitution (replace words with 

random words in the vocab)

 Our multilingual student is more 
robust than baseline models.

Robustness against Input Errors



Training data choices:
• Supervised: 8 original English-centric parallel coropora (16 directions)
• Zero-resource: 8×(8 - 1) = 56 pairs distilled by UM4 teachers
• Both: 16 + 56 = 72 all pairs

Number of Training Language Pairs
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Training data choices:
• Supervised: 8×2 = 16 original English-centric parallel coropora
• Zero-resource: 8×(8 - 1) = 56 pairs distilled by UM4 teachers
• Both: 16 + 56 = 72 all pairs

Test on 56 zero-resource dirctions:
 Significant imporvement (+ 4.3) using the distilled data (13.0)
 Further enhancement (+0.7) with the original parallel data (13.7)

Number of Training Language Pairs
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Thanks!


